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 The epidemic of a new disease caused by the coronavirus (2019-nCoV), commonly referred to as 

COVID-19, has been declared a global virus epidemic by the World Health Organization (WHO). 

President Joko Widodo has officially ratified Presidential Decree No. 99 of 2020 concerning the 

provision of vaccines and the implementation of vaccination activities. Twitter is a social media 

platform that allows users to share information and opinions directly with fellow users. Tweets given 

can be in any form, either positively or negatively, so one of the methods used is sentiment analysis. 

Sentiment analysis helps determine an opinion or comment on an issue, whether the response is 

positive or negative. The Naïve Bayes algorithm is used in sentiment analysis because it is suitable 

for tweets or text data that is not too long or short text. The initial stage of sentiment analysis is text 

pre-processing which consists of Cleaning, case folding, tokenizing, and stopword removal. Then the 

data is labeled manually. The analysis results are visualized as bar charts, pie charts, and word clouds. 

Then the word weighting is carried out using the term frequency-inverse document (TF-IDF), and 

classification is carried out using the Naïve Bayes classifier. From the test results, the accuracy value 

of the confusion matrix is 82% from 2600 tweet data with 80% training data composition and 20% 

test data. 
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1. INTRODUCTION 

The epidemic of a new variant disease caused by the coronavirus (2019-nCoV) or often referred to as COVID-19, was 

inaugurated as a global (global) virus epidemic by the world health organization or commonly known as the World Health 

Organization (WHO) on March 11, 2020 [1]. The spread of this disease is speedy, so in a short time, many victims have 

fallen, and the virus has been identified. However, this variant of the virus appeared in December, around the end of 2019 

in China, precisely in the city of Wuhan. 

https://ijies.sie.telkomuniversity.ac.id/index.php/IJIES/index
https://doi.org/10.25124/ijies.v7i01.171
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This disease virus has entered and spread to all corners of the world's citizens. So that the total number of people detected 

on April 13, 2021, was approximately 136,115,434 cases and 2,936,916 people died [2]. President Joko Widodo 

announced and confirmed that the COVID-19 virus disease had entered Indonesia in Indonesia. For the first identified 

case in the Depok area, West Java, 2 Indonesian citizens tested positive for COVID-19 [3]. From the identification of 

these cases, the increasing number of cases of people in Indonesia exposed to the Covid-19 virus continued to rise, so 

that on April 11, 2021, the number of cases of the Covid-19 virus was 1,566,995 confirmed positive cases, 1,414,507 

people were identified as cured and 42,530 people died [4]. 

 

With the impact of the coronavirus or covid-19, all countries are competing in manufacturing vaccines. Almost all 

countries are interested in research to produce vaccines. As a result of human creation, vaccines take a lot of time and 

money to manufacture. Seeing that the level of cases produced by the Covid-19 virus is very high, the vaccine's role is 

needed in protecting the human body from the dangers of this Covid-19 virus. Also, vaccines can reduce the rate of spread 

of this disease, breaking the chain of spread and reducing the rate of death and positive cases. In responding to this, the 

Indonesian government has participated and is also active in the plan to realize the procurement of vaccines. Mr. President 

of Indonesia, Joko Widodo, on October 5, 2020, officially ratified Presidential Decree No. 99 of 2020 concerning the 

provision of vaccines and the implementation of vaccination activities [5]. Twitter social media allows users to access 

information, share, participate in giving an opinion or opinion, and create content to interact with other users on their 

social media platforms. So active Twitter users reached 350 billion active users on January 25, 2020 [6]. Twitter is a 

social media platform that allows users to share information directly with fellow users. The information provided on 

Twitter is often referred to as an opinion sentence (Tweet), where this tweet has 140 characters [7]. 

 

A theme of the discussion that has been the talk of Twitter users or Indonesian citizens is the COVID-19 vaccine, which 

the Indonesian people are busy discussing. With so many Twitter users expressing opinions about the COVID-19 vaccine, 

this tweet can be used to find information. Tweets given by Twitter users can be in the form of anything, either positively 

or negatively, so the suitable method is sentiment analysis [8]. Sentiment analysis helps determine an opinion or comment 

on a problem, whether it tends to have a positive or negative view or response with various approaches. Sentiment analysis 

from Twitter should focus on classifying tweet data used [9]. Agus Tiyansyah Syam, in his research, classification is a 

stage of producing a model or function of a function that can describe and select a plan or part of the data itself [10]. 

Tweets from users will be classified with machine learning methods to classify a tweet as positive or negative. In a brief 

period, it produces many tweets that cannot be classified manually from the social media platform, namely Twitter, which 

takes a very long time. It can be challenging to classify the tweet text's sentiments by humans manually. Researchers will 

implement machine learning with this algorithm: supervised learning, namely the Naïve Bayes Classifier [11]. Cahyono, 

in his research, the Naïve Bayes algorithm is used in sentiment analysis because it is suitable for tweets or text data that 

is not too long or short text. Moreover, fast in producing a model that can predict and produce a new method of studying 

and understanding data [12]. The formulation of the problem in this research is how to apply the Naïve Bayes Classifier 

Algorithm to analyze Twitter user sentiment towards tweets on Twitter social media, how to visualize data on positive or 

negative sentiments, and know the accuracy of the Naïve Bayes Classifier Algorithm. 

 

The limitations of the problem in this research are how to apply the Naïve Bayes Classifier Algorithm to analyze Twitter 

user sentiment towards tweets on Twitter social media; the dataset used is tweet data with the "vaksin covid-19 " search 

topic. The dataset used is tweeting with the search topic "vaksin covid-19". The tweet used is the type of tweet in 

Indonesian with 5053 tweets of data at the time of data scrapping. Data was taken randomly from April 09, 2021 – to 

April 18, 2021, and there are two classifications of tweet data, namely positive or negative sentiment classes. The 

objectives of this research are to apply the Naïve Bayes Classifier algorithm to classify and analyze sentiment on the 

topic "covid-19 vaccine" on Twitter social media, know the sentiment of Twitter users in Indonesia towards the 

procurement of the covid-19 vaccine and visualize sentiment tweet data and knowing the level of accuracy with the Naïve 

Bayes Classifier algorithm in classifying sentiment on status or tweets with the topic "vaksin covid-19". 
 

2. METHOD 

The flow of research methods is as follows: 

1. Problem Identification 

At this stage, problems are identified so that an application is needed to be built and collect data. Data collection 

methods can be done by literature review. A literature study aims to obtain data and directions from various sources 

from books, articles, journals, and others related to research as a reference in compiling this research. 

 

2. Problem Analysis 

At this stage, analyze the problems and the system requirements to understand the problems and provide a solution you 

want to apply to the problem. 

 



Wardhani, et al., IJIES (International Journal of Innovation in Enterprise System) Vol. 07 No. 01 (2023) p. 1-18 

 

 
*yirawanc@gmail.com  3 

 

 

3. Data Collection 

In this phase, collecting tweet data is carried out. This stage aims to store tweets. Then it will be likened to training and 

test data. This phase will manage and collect tweets using the Twitter scrapping tool library. The scrapping tool is the 

Twint Library: (https://github.com.twintproject/twint). This tweet was taken as many as 5053 tweet data with the search 

topic "vaksin covid-19" and saved it into a .csv file. 

 

4. Text Pre-Processing 

At this stage, the tweets that have been collected are then pre-processed text to clean the tweet data and discard various 

unused characters or text [13]. The pre-processing stages used are: 

a. Cleaning 

b. Case Folding 

c. Tokenizing 

d. Stopword Removal 

 

5. Data Labeling 

At this stage, tweets that have been pre-processed will be given manual data labeling, which consists of two classes of 

data labeling, namely positive or negative. 

 

6. Data Visualization 

At this stage, the tweets labeled in the next stage are visualized to see how many tweets have been labeled into the 

sentiment class and the most frequently spoken words. The data visualization used includes: 

a. Pie Chart 

b. Bar Chart 

c. WordCloud 

 

7. TF-IDF Word Weighting 

At this stage, the tweets that have been labeled are weighted using TF-IDF to give weight to the number of word 

frequencies [14]. 

 

8. Naïve Bayes Classifier 

At this stage, tweets that have been weighted TF-IDF will be classified into positive or negative sentiments using the 

Naïve Bayes classifier classification with multinomial equations. 

 

9. Model 

At this stage, tweets that have been word-weighted, namely TF-IDF and Naïve Bayes classifier classification, will 

produce a classification model and a weighting model. Then the model is stored for weighting and classification of 

new data that does not yet have a sentiment label so that the data can be classified directly into positive or negative 

sentiment. 

 

10. Implementation and Testing 

In this phase, the program's implementation using the python programming language is carried out from the data 

collection stage to creating a confusion matrix. Then the classification model is then tested by calculating the accuracy 

of the confusion matrix so that the accuracy and performance of a model in classifying data are obtained. 

 

2.1. Data collection 

 The tweet data or dataset used in this research is sourced from Twitter. Twitter data retrieval using the Twitter scraping 

tool. The topic search keyword in this research is "vaksin covid-19", with the initial data at the time of scrapping taken 

from as many as 5053 tweets and in the Indonesian language taken from April 09, 2021 - to April 18, 2021. The data that 

has been taken is stored in a file in CSV format [15]. 

 

 Then the text pre-processing process of tweet data was carried out so that 3694 data from 5053 data were taken at the 

time of scrapping, then deleted data that did not match, such as the presence of data that was not Indonesian, deleted the 

same data and deleted data that was empty. So that the data obtained as much as 2600 data, and manual labeling was 

carried out. The data obtained consisted of 2063 data with positive labels and 537 data with negative labels. 

 

2.2. Text Pre-processing 

After collecting tweet data, the pre-processing stage is carried out to process data that is still not appropriate before other 

stages. The data cleaning to uniform the word form of a sentence and limit the amount of new text from a collection of 

tweets. In the pre-processing stage, several processes will be carried out, namely: 
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1. Cleaning 

In this phase, it cleans the attributes of sentences with no connection to words that already exist in a tweet. Such as 

attributes, URLs, hashtags, mentions of other users, retweets, punctuation characters, and removing excess spaces 

and emoticons. 

2. Case Folding 

The process is carried out at this stage to make all letters in the tweet data lowercase. 

3. Tokenizing 

Tokenizing separates a word from a sentence into a word that composes the sentence. 

4. Stopword Removal 

Stopword Removal is a step that removes and deletes words, in this case, a tweet that is not important to use. 

Examples of a conjunction such as "or", "to", "at", "will", "not", "it", "want", and others. 

 

2.3. Manual Labeling 

 Labeling all tweet data with a predetermined category class. The author himself provides manual labeling. The dataset 

used is divided into two categories. The two categories used to classify tweets are: 

1. Positive 

2. Negative 

 

2.4. Data Visualization 

 After collecting data, text pre-processing, and labeling the data, the data is carried out in the visualization stage to see 

how many positive and negative sentiments are and what words are most often discussed for each sentiment. The data 

visualization is a bar chart, pie chart, and word cloud. 

 

2.5. Word Weighting with TF-IDF 

 After completing the text pre-processing and manual labeling stages, the word weighting stage is carried out. The data 

that has been cleaned or (pre-processed) subsequently changes words into a vector or numeric form. The following are 

the stages of word weighting with TF-IDF: Counts the number of times a word appears in a document. Perform 

calculations from the IDF. Calculates the weight against a (TF-IDF) by multiplying the occurrence of the word (TF) by 

the word weight (IDF). TF-IDF weights obtained 

 

2.6. Naïve Bayes Classifier 

 At this stage, the data is classified by text pre-processing, manual labeling, and word weighting. The following is the 

calculation of the Naïve Bayes Classifier classification. Calculate the value of the prior probability of each class of data. 

Calculates the conditional probability value for each existing word. Calculates the posterior probability value of each 

class's probability and each word's probability. Determine the highest value from each posterior probability class so that 

the data results are included in the positive or negative sentiment class. 

  

3. RESULT AND DISCUSSION 

3.1. Text Pre-Processing 

The pre-processing stage aims to eliminate unused parts or new tweet words to get quality data for execution. The 

following pre-processing stages are carried out consisting of 4 stages, namely: 

1. Cleaning 

This stage removes symbols or attributes that have nothing to do with the tweets' words, such as uniform resource 

locator, symbols, hashtags mentioning other users, retweets, punctuation characters, and removing extra spaces and 

emoticons. Table 1 is the result of the cleaning stages. 

Table 1 - Results of Cleaning tweet data. 

No Before Cleaning After Cleaning 

1. Alhamdulillah.. sebagian mitra @GrabID kota Blitar sdh 

vaksin Covid-19      https://t.co/0RyPTqNiGo 

Alhamdulillah sebagian mitra kota Blitar sdh 

vaksin Covid 

2. Alhamdulillah vaksin covid 19 yg ke dua. Sdh selwsai  

https://t.co/EHCdMSTsCP 

Alhamdulillah vaksin covid yg ke dua Sdh 

selwsai 

3. Muncul kasus pembekuan darah, vaksin COVID-19 

Janssen diselidiki UE  https://t.co/UQqv2PB86F  

https://t.co/43IhXh95VS 

Muncul kasus pembekuan darah vaksin 

COVID Janssen diselidiki UE 
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4. Vaksin Covid-19 AstraZeneca Bermasalah, Eropa 

Temukan Kasus Pembekuan Darah    

https://t.co/tkW6CpgmpO 

Vaksin Covid AstraZeneca Bermasalah Eropa 

Temukan Kasus Pembekuan Darah 

5. Alhamdulillah vaksin covid 19 tahap pertama berjalan 

lancar....  https://t.co/PWUF8iIdIK 

Alhamdulillah vaksin covid tahap pertama 

berjalan lancar 

6. BPOM Beri Warning Pembekuan Darah pada Vaksin 

COVID-19 AstraZeneca  https://t.co/5sVRJEn78t 

BPOM Beri Warning Pembekuan Darah pada 

Vaksin COVID AstraZeneca 

 

2. Case Folding 

After the cleaning stage, the next step is to carry out the case folding stage. This stage is done by homogenizing a 

sentence into lowercase sentences. Table 2 is the result of the case folding stages. 

 

Table 2 - Results of cleaning tweet data 

No Before Case Folding After Case Folding 

1. Alhamdulillah sebagian mitra kota Blitar sdh vaksin 

Covid 

alhamdulillah sebagian mitra kota blitar sdh 

vaksin covid 

2. Alhamdulillah vaksin covid yg ke dua Sdh selwsai alhamdulillah vaksin covid yg ke dua sdh 

selwsai 

3. Muncul kasus pembekuan darah vaksin COVID Janssen 

diselidiki UE 

muncul kasus pembekuan darah vaksin covid 

janssen diselidiki ue 

4. Vaksin Covid AstraZeneca Bermasalah Eropa Temukan 

Kasus Pembekuan Darah 

vaksin covid astrazeneca bermasalah eropa 

temukan kasus pembekuan darah 

5. Alhamdulillah vaksin covid tahap pertama berjalan 

lancar 

alhamdulillah vaksin covid tahap pertama 

berjalan lancar 

6. BPOM Beri Warning Pembekuan Darah pada Vaksin 

COVID AstraZeneca 

bpom beri warning pembekuan darah pada 

vaksin covid astrazeneca 

 
3. Tokenizing 

Then do the tokenizing stage; in this process, a sentence, in this case, the tweet, is given a separator and produces a 

word from the tweet that composes the tweet. Table 3 is the result of the tokenizing stage. 

 

Table 3 - Results of Tokenizing tweet data 

No Before Tokenizing After Tokenizing 

1. alhamdulillah sebagian mitra kota blitar sdh vaksin 

covid 

'alhamdulillah', 'sebagian', 'mitra', 'kota', 'blitar', 

'sdh', 'vaksin', 'covid' 

2. alhamdulillah vaksin covid yg ke dua sdh selwsai 'alhamdulillah', 'vaksin', 'covid', 'yg', 'ke', 'dua', 

'sdh', 'selwsai' 

3. muncul kasus pembekuan darah vaksin covid 

janssen diselidiki ue 

'muncul', 'kasus', 'pembekuan', 'darah', 'vaksin', 

'covid', 'janssen', 'diselidiki', 'ue' 

4. vaksin covid astrazeneca bermasalah eropa temukan 

kasus pembekuan darah 

'vaksin', 'covid', 'astrazeneca', 'bermasalah', 'eropa', 

'temukan', 'kasus', 'pembekuan', 'darah' 

5. alhamdulillah vaksin covid tahap pertama berjalan 

lancar 

'alhamdulillah', 'vaksin', 'covid', 'tahap', 'pertama', 

'berjalan', 'lancar' 

6. bpom beri warning pembekuan darah pada vaksin 

covid astrazeneca 

'bpom', 'beri', 'warning', 'pembekuan', 'darah', 

'pada', 'vaksin', 'covid', 'astrazeneca' 

 

4. Stopword Removal 

After performing the tokenizing stage, the next step is to perform a stopword removal stage that removes tweets 

containing words that have nothing to do with it. We can also create a separate set of stopwords (stoplist). Table 4 is 

the result of the stopword removal stages. 
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Table 4 - Results of Stopword Removal of tweet data 

No Before Stopword Removal After Stopword Removal 

1. 'alhamdulillah', 'sebagian', 'mitra', 'kota', 'blitar', 'sdh', 

'vaksin', 'covid' 
alhamdulillah mitra kota blitar sdh vaksin covid 

2. 'alhamdulillah', 'vaksin', 'covid', 'yg', 'ke', 'dua', 'sdh', 

'selwsai' 
alhamdulillah vaksin covid yg sdh selwsai 

3. 'muncul', 'kasus', 'pembekuan', 'darah', 'vaksin', 

'covid', 'janssen', 'diselidiki', 'ue' 

muncul pembekuan darah vaksin covid janssen 

diselidiki ue 

4. 'vaksin', 'covid', 'astrazeneca', 'bermasalah', 'eropa', 

'temukan', 'kasus', 'pembekuan', 'darah' 

vaksin covid astrazeneca bermasalah eropa 

temukan pembekuan darah 

5. 'alhamdulillah', 'vaksin', 'covid', 'tahap', 'pertama', 

'berjalan', 'lancar' 

alhamdulillah vaksin covid tahap berjalan lancar 

6. 'bpom', 'beri', 'warning', 'pembekuan', 'darah', 'pada', 

'vaksin', 'covid', 'astrazeneca' 

bpom warning pembekuan darah vaksin covid 

astrazeneca 

 

3.2. Data Manual Labeling 

 After the text pre-processing stage has been carried out on the data, the data will be labeled manually. Tweet data is 

labeled for training needs in this study; the data will be used as a reference in the data classification process for data 

that does not have a label. The author himself does labeling. Table 5 below is the result of manual data labeling. 

 

Table 5 - Results of Data Labeling 

No Data Class 

1. alhamdulillah mitra kota blitar sdh vaksin covid Positif 

2. alhamdulillah vaksin covid yg sdh selwsai Positif 

3. muncul pembekuan darah vaksin covid janssen diselidiki ue Negatif 

4. vaksin covid astrazeneca bermasalah eropa temukan pembekuan darah Negatif 

 

3.3. Manual Calculation On Data 

 At this stage, a training and test data calculations simulation is carried out using the TF-IDF word weighting first and 

then classifying the data using the Naïve Bayes Classifier algorithm. Then select some training data that has been done 

in the pre-processing and data labeling stages for TF-IDF calculations and classification. The training data used can be 

seen in table 6 and test data in table 7. 

 

Table 6 - Training Data 

No Data Kelas 

1. alhamdulillah mitra kota blitar sdh vaksin covid Positif 

2. alhamdulillah vaksin covid yg sdh selwsai Positif 

3. muncul pembekuan darah vaksin covid janssen diselidiki ue Negatif 

4. vaksin covid astrazeneca bermasalah eropa temukan pembekuan darah Negatif 

 

Table 7 - Test Data 

No Data Kelas 

1. alhamdulillah vaksin covid tahap berjalan lancar Belum diketahui 

2. bpom warning pembekuan darah vaksin covid astrazeneca Belum diketahui 

 

3.4. TF-IDF Word Weighting 

 The tweet words generated from the previous stage are given a weight in the word weighting process. The author uses 

word weighting using TF-IDF. Before getting the TF-IDF value, first get the TF, DF, and IDF values. 

1. In Table 8, the TF value with the word "alhamdulillah" in data 1 and the data is one each because "alhamdulillah" is 

only one word in data 1 and 2. So the DF value for the word "alhamdulillah" is two because from the first to the 

second data, the word "alhamdulillah" appears only once in data 1 and data 2, data 3 and data 4 do not find the word 

"Alhamdulillah." After the TF and IDF values have been known, the next step is calculating the IDF value. Table 8 

shows the IDF word weighting result based on the training data in table 6. 
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Table 8 - IDF Word Weighting Results on the overall data 

No Words TF D DF IDF 

𝒍𝒐𝒈 

(
𝒅

𝒅𝒇𝒕

)
 

Data1 Data2 Data3 Data4 

1 alhamdulillah 1 1     4 2 log(4/2) = 0,301 

2 mitra 1       4 1 log(4/1) = 0,602 

3 kota 1       4 1 log(4/1) = 0,602 

4 blitar 1       4 1 log(4/1) = 0,602 

5 sdh 1 1     4 2 log(4/2) = 0,301 

6 vaksin 1 1 1 1 4 4 log(4/4) = 0 

7 covid 1 1 1 1 4 4 log(4/4) = 0 

8 yg   1     4 1 log(4/1) = 0,602 

9 selwsai   1     4 1 log(4/1) = 0,602 

10 muncul     1   4 1 log(4/1) = 0,602 

11 pembekuan     1 1 4 2 log(4/2) = 0,301 

12 darah     1 1 4 2 log(4/2) = 0,301 

13 janssen     1   4 1 log(4/1) = 0,602 

14 diselidiki     1   4 1 log(4/1) = 0,602 

15 ue     1   4 1 log(4/1) = 0,602 

16 astrazeneca       1 4 1 log(4/1) = 0,602 

17 bermasalah       1 4 1 log(4/1) = 0,602 

18 eropa       1 4 1 log(4/1) = 0,602 

19 temukan       1 4 1 log(4/1) = 0,602 

  Total 9,03 

 

2. TF-IDF Word Weighting 

The tweet words generated from the previous stage are given a weight in the word weighting process. The author 

uses word weighting using TF-IDF. Before getting the TF-IDF value, first get the TF, DF, and IDF values. 

In Table 8, the TF value with the word "alhamdulillah" in data 1 and the data is one each because "alhamdulillah" is 

only one word in data 1 and 2. So the DF value for the word "alhamdulillah" is two because from the first to the 

second data, the word "alhamdulillah" appears only once in data 1 and data 2, data 3 and data 4 do not find the word 

"Alhamdulillah." After the TF and IDF values have been known, the next step is calculating the IDF value. Table 9 

is the result of the IDF word weighting based on the training data in table 8: 

 

Table 9 - Results of TF-IDF Class Positive Word Weighting 

No Words DF IDF TF-IDF 

1 alhamdulillah 2 0,301 2 * 0,301 = 0,602 

2 mitra 1 0,602 1 * 0,602 = 0,602 

3 kota 1 0,602 1 * 0,602 = 0,602 

4 blitar 1 0,602 1 * 0,602 = 0,602 

5 sdh 2 0,301 2 * 0,301 = 0,602 

6 vaksin 2 0 2 * 0 = 0 

7 covid 2 0 2 * 0 = 0 

8 yg 1 0,602 1 * 0,602 = 0,602 

9 selwsai 1 0,602 1 * 0,602 = 0,602 

 Total 4,214 

 

3. Then calculate the TF-IDF value for harmful class data. Based on table 10, the word "freezing" has a DF value of 2 

because the total occurrence of the word "freezing" is two times in data 3 and 4, based on table 8. Then take the IDF 

value of the word "freezing" based on table 8, worth "0.301". Then calculate the TF-IDF value so that the TF-IDF 

value with the word "freezing" is "0.602". In table 10 below are the results of the weighting of the hostile class TF-

IDF words 
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Table 10 - Results of Negative Class TF-IDF Word Weighting 

No Words DF IDF TF-IDF 

1 muncul 1 0,602 1 * 0,602 = 0,602 

2 pembekuan 2 0,301 2 * 0,301 = 0,602 

3 darah 2 0,301 2 * 0,301 = 0,602 

4 janssen 1 0,602 1 * 0,602 = 0,602 

5 diselidiki 1 0,602 1 * 0,602 = 0,602 

6 ue 1 0,602 1 * 0,602 = 0,602 

7 astrazeneca 1 0,602 1 * 0,602 = 0,602 

8 bermasalah 1 0,602 1 * 0,602 = 0,602 

9 eropa 1 0,602 1 * 0,602 = 0,602 

10 temukan 1 0,602 1 * 0,602 = 0,602 

11 vaksin 1 0 1 * 0 = 0 

12 covid 1 0 1 * 0 = 0 

 Total 6.02 

 

3.5. Naïve Bayes Classifier 

After going through the TF-IDF stage, the word collection and the weighting of the TF-IDF values are processed by 

calculations using the classification of the Naïve Bayes classifier on the test data that has gone through the data 

cleaning or pre-processing stage. The test data used can be seen in Table 11 below. 

 

Table 11. Classification Test Data 

No Data 

1. alhamdulillah vaksin covid tahap berjalan lancar 

2. bpom warning pembekuan darah vaksin covid astrazeneca 

 

After pre-processing the test data, calculations are carried out to find the probability value for positive and negative 

classes using this study's formula. The following are the stages in the classification process : 

1. Calculate the probability value of tweets for positive and negative labeled classes by calculating the prior probability 

in the following way: 

𝑃(𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒) = (
2

4
) = 0,5

 

𝑃(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) = (
2

4
) = 0,5

 

Information : 

a. Value 2 comes from the total number of positive and negative class data based on table 6 

b. The value of 4 comes from the total amount of data, in table 6 has 4 data. 

 

2. After calculating the prior probability, then calculate each Conditional Probability Tweet of each positive and 

negative class on the test data, namely: 

a. Tweet with alhamdulillah, vaccine, covid, stage, running, smoothly. By calculating the conditional probability 

as shown in table 12 below: 

 

Table 12 - Calculation of Positive Conditional Probability Test Data (a) 

Calculation of Positive Conditional Probability Test Data 

𝑃(𝑎𝑙ℎ𝑎𝑚𝑑𝑢𝑙𝑖𝑙𝑙𝑎ℎ 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒) =

0,602 + 1

4,214 +  9,03
=

1,602

13,244
= 0,121

 

𝑃(𝑣𝑎𝑘𝑠𝑖𝑛 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                =

0 + 1

4,214 +  9,03
=

1

13,244
= 0,075

 

𝑃(𝑐𝑜𝑣𝑖𝑑 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                  =

0 + 1

4,214 +  9,03
=

1

13,244
= 0,075
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𝑃(𝑡𝑎ℎ𝑎𝑝 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                 =

0 + 1

4,214 +  9,03
=

1

13,244
= 0,075

 

𝑃(𝑏𝑒𝑟𝑗𝑎𝑙𝑎𝑛 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)           =

0 + 1

4,214 +  9,03
=

1

13,244
= 0,075

 

𝑃(𝑙𝑎𝑛𝑐𝑎𝑟 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                =

0 + 1

4,214 +  9,03
=

1

13,244
= 0,075

 

 

Next, calculate the positive posterior probability on the test data (a) with the calculations in table 13 below: 

 

Table 13 - Calculation of Positive Posterior Probability Test Data (a) 

𝑃(𝑝𝑜𝑠𝑖𝑡𝑣𝑒 | 
𝑎𝑙ℎ𝑎𝑚𝑑𝑢𝑙𝑖𝑙𝑙𝑎ℎ 𝑣𝑎𝑘𝑠𝑖𝑛 𝑐𝑜𝑣𝑖𝑑 𝑡𝑎ℎ𝑎𝑝 

𝑏𝑒𝑟𝑗𝑎𝑙𝑎𝑛 𝑙𝑎𝑛𝑐𝑎𝑟
)
 

= ( 0,5 ∗ 0,121 ∗  0,075 ∗ 0,075 ∗ 0,075 ∗ 0,075 ∗ 0,075 ) 

= 0,0000001436 

 

Next, calculate the negative Conditional Probability of the test data (a) in the Tweet with the words 

alhamdulillah, vaccine, covid, stage, running, smoothly with the calculations in table 14: 

 

Table 14 -  Calculation of Negative Conditional Probability Test Data (a) 

Calculation of Negative Conditional Probability Test Data 

𝑃(𝑎𝑙ℎ𝑎𝑚𝑑𝑢𝑙𝑖𝑙𝑙𝑎ℎ 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑣𝑎𝑘𝑠𝑖𝑛 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑐𝑜𝑣𝑖𝑑 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                  =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑡𝑎ℎ𝑎𝑝 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                 =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑏𝑒𝑟𝑗𝑎𝑙𝑎𝑛 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)           =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑙𝑎𝑛𝑐𝑎𝑟 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

 

Next, calculate the negative posterior probability on the test data (a) with the calculations in table 15 below: 

 

Table 15 - Calculation of Negative Posterior Probability Test Data (a) 

𝑃(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) 
| 𝑎𝑙ℎ𝑎𝑚𝑑𝑢𝑙𝑖𝑙𝑙𝑎ℎ 𝑣𝑎𝑘𝑠𝑖𝑛 𝑐𝑜𝑣𝑖𝑑 𝑡𝑎ℎ𝑎𝑝 𝑏𝑒𝑟𝑗𝑎𝑙𝑎𝑛 𝑙𝑎𝑛𝑐𝑎𝑟) 

= ( 0,5 ∗ 0,066 ∗  0,066 ∗ 0,066 ∗ 0,066 ∗ 0,066 ∗ 0,066) 

= 0,00000004133 

 

b. Tweet The word BPOM, warning, clotting, blood, vaccine, covid, and AstraZeneca. By calculating the conditional 

probability as shown in table 16 below: 
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Table 16 -  Calculation of Positive Conditional Probability Test Data (b) 

Calculation of Positive Conditional Probability Test Data 

𝑃(𝑏𝑝𝑜𝑚 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                              =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

𝑃(𝑤𝑎𝑟𝑛𝑖𝑛𝑔 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                        =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

𝑃(𝑝𝑒𝑚𝑏𝑒𝑘𝑢𝑎𝑛 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                  =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

𝑃(𝑑𝑎𝑟𝑎ℎ 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                             =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

𝑃(𝑣𝑎𝑘𝑠𝑖𝑛 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                            =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

𝑃(𝑐𝑜𝑣𝑖𝑑 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                               =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

𝑃(𝑎𝑠𝑡𝑟𝑎𝑧𝑒𝑛𝑒𝑐𝑎 
| 𝑝𝑜𝑠𝑖𝑡𝑖𝑓)                 =

0 + 1

4,214 +  9,03

 

=
1

13,244
= 0,075

 

 

Next, calculate the positive posterior probability on the test data (b) with the calculations in table 17 below: 

 

Table 17 - Calculation of Positive Posterior Probability Test Data (b) 

𝑃(𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 |  𝑏𝑝𝑜𝑚 𝑤𝑎𝑟𝑛𝑖𝑛𝑔 𝑝𝑒𝑚𝑏𝑒𝑘𝑢𝑎𝑛 
𝑑𝑎𝑟𝑎ℎ 𝑣𝑎𝑘𝑠𝑖𝑛 𝑐𝑜𝑣𝑖𝑑 𝑎𝑠𝑡𝑟𝑎𝑧𝑒𝑛𝑒𝑐𝑎

)
 

= ( 0,5 ∗ 0,075 ∗  0,075 ∗ 0,075 ∗ 0,075 ∗ 0,075 ∗ 0,075 ∗ 0,075 ) 

= 0,000000006674 

 

Then calculate the negative Conditional Probability of test data (b) in Tweets with the words BPOM, warning, 

clotting, blood, vaccine, covid, and AstraZeneca. With the calculations in table 18: 
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Table 18 - Calculation of Negative Conditional Probability Test Data (b) 

Calculation of Negative Conditional Probability Test Data 

𝑃(𝑏𝑝𝑜𝑚 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                              =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑤𝑎𝑟𝑛𝑖𝑛𝑔 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                        =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑝𝑒𝑚𝑏𝑒𝑘𝑢𝑎𝑛 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                  =

0,602 + 1

6,02 +  9,03
=

1,602

15,05
= 0,106

 

𝑃(𝑑𝑎𝑟𝑎ℎ 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                             =

0,602 + 1

6,02 +  9,03
=

1,602

15,05
= 0,106

 

𝑃(𝑣𝑎𝑘𝑠𝑖𝑛 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                            =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑐𝑜𝑣𝑖𝑑 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                               =

0 + 1

6,02 +  9,03
=

1

15,05
= 0,066

 

𝑃(𝑎𝑠𝑡𝑟𝑎𝑧𝑒𝑛𝑒𝑐𝑎 
| 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)            =

0,602 + 1

6,02 +  9,03
=

1,602

15,05
= 0,106

 

 

Next, calculate the negative posterior probability on the test data (b) with the calculations in table 19 below: 

Table 19 - Calculation of Negative Posterior Probability Test Data (b) 
 

𝑃(𝑝𝑜𝑠𝑖𝑡𝑖𝑓 |
 𝑏𝑝𝑜𝑚 𝑤𝑎𝑟𝑛𝑖𝑛𝑔 𝑝𝑒𝑚𝑏𝑒𝑘𝑢𝑎𝑛 𝑑𝑎𝑟𝑎ℎ 𝑣𝑎𝑘𝑠𝑖𝑛 𝑐𝑜𝑣𝑖𝑑 

𝑎𝑧𝑡𝑟𝑎𝑧𝑒𝑛𝑒𝑐𝑎 
−

)
 

 

= ( 0,5 ∗ 0,066 ∗  0,066 ∗ 0,106 ∗ 0,106 ∗ 0,066 ∗ 0,066 ∗ 0,106 ) 

= 0,00000001130 

 

3. The probability of the test data for each class of sentiment is known; the next step is to find the highest value of the 

posterior probability value of test data (a) and test data (b): 

a. In test data (a) with the tweet "Alhamdulillah vaksin covid tahap pertama berjalan lancar." For the posterior 

probability value, the positive class is worth (0.0000001436) and the negative class (0.0000004133), so the test 

data (a) is included in the positive sentiment class. Because the positive class posterior probability value is 

greater than the negative class. 

b. In the test data (b) with the tweet "bpom beri warning pembekuan darah pada vaksin covid astrazeneca,." For 

the posterior probability value, the positive class is worth (0.000000006674) and the negative class 

(0.00000001130), so the test data (b) is included in the negative sentiment class because the posterior probability 

value for the negative class is greater than the positive class. 

 

3.6. Program Implementation 

The implementation stage is the core stage of making a program, where the data processing starts from data collection to 

create a confusion matrix. The software used in this program is Jupyter Notebook as a text editor and data processing, 

Google Chrome as a browser, and the programming language used is Python version 3.7. 

Data collection 

The data collection process uses a Twitter scrapping tool called twint. In this process, the data is taken using keywords 

with the topic "vaksin covid-19" with a total of 5000 from April 09, 2021 - to April 18, 2021; then, the data is stored in 

a CSV file. The following is the process of data collection which can be seen in Figure 1. 
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Figure 1 - Scrapping Tweet data 

 

The pre-processing stage will be carried out by a number of processes, namely the cleaning steps can be seen in Figures 

2a, Figure 2b, and 2c. 

 

a.  



Wardhani, et al., IJIES (International Journal of Innovation in Enterprise System) Vol. 07 No. 01 (2023) p. 1-18 

 

 
*yirawanc@gmail.com  13 

 

b.  

c.  

Figure 2 - Tweet Cleaning Process (a) part 1, (b) part 2, and (c) part 3 

 

The stages of case-folding can be seen in Figure 3 below. 

 

Figure 3 - The Process of Case Folding Tweet 
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Tokenizing stages, which can be seen in Figure 4 below. 

 

Figure 4 - Tweet Tokenizing Process 

 

The stopword removal steps can be seen in Figure 5 below. 

 

Figure 5 - Stopword Removal Tweet 

 

3.7. Data Visualization 

After pre-processing, the data was labeled manually, both positively and negatively. Then at the next stage, data 

visualization is carried out with 3 data visualization displays consisting of bar charts, pie charts, and word clouds. Here 

are the results of visualizing tweet data to see the existing sentiments and the words that appear most often for each view. 

The following are the results of the bar chart visualization, which can be seen in Figure 6a, Figure 6b, and Figure 6c 
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a.  b. c.  

Figure 6 – Data Visualization (a) Bar chart, (b) Pie chart, and (c) Word Clouds 

 

3.8. Sharing Training and Test Data 

The data is divided into 80% training data, 2080 tweets, and 20% test data, 520 tweets randomly. The following is the 

implementation of the test and training data distribution, which can be seen in Figure 7. 

 

 

Figure 7 - Sharing Test and Train Data 

 

3.9. TF-IDF Word Weighting 

The word weighting in this study uses TF-IDF by utilizing the TfidfVectorizer library from scikit-learn. The following 

implementation of tf-idf can be seen in Figure 8. 

 

 

Figure 8 - TF-IDF implementation using the tfidfvectorizer library 

 

3.10. Naïve Bayes Classifier 

Classified data with a Naïve Bayes classifier with a multinomial model in the scikit-learn library. The following 

classification stage using multinomialNB can be seen in Figure 9. 

 

 

Figure 9 - Implementation of the Naïve Bayes Classifier using the multinomialNB library 

 

3.11. Model Storage 

The model that will be saved is the model of the TF-IDF word weighting process. Furthermore, the model of data 

classification uses multinomial Naïve Bayes. Figure 10 shows the process of storing the model. 
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Figure 10 - Storage Model 

 

3.12. New Data Classification 

Figure 11 is the new data classification process stage by calling the model that has been created and calling the file that 

does not have a label. The model can classify and label tweets into a positive class with a value of 1 and a negative class 

with a value of 0. 

 

 

Figure 11 - New Data Classification Results From Model 

 

3.13. Testing 

In this test, we will calculate the accuracy of the model that has been built. The results of model testing on 520 tweets of 

test data can be seen in the confusion matrix in Figure 12 below. 
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Figure 12 - The results of the confusion matrix from the classification model 

 

Figure 12 can be seen the value: 

TP (True Positive) = 413 

TN (True Negative) = 14 

FP (False Positive) = 93 

FN (False Negative) = 0 

 

By looking at the confusion matrix, the accuracy value of the classification model can be calculated. Accuracy shows 

how accurately the model classifies data correctly. So to find out the accuracy value, you can calculate the information 

that is predicted to be correct with the overall data as follows: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
413 + 14

413 + 14 +  93 + 0
 X 100% = 82%

 

 

Based on the calculations, it is known that the results of sentiment classification using the Naïve Bayes classifier in this 

study resulted in an overall accuracy of 82%. In this test, we will calculate the accuracy of the model that has been built. 

The results of model testing on 520 tweets of test data can be seen in the confusion matrix in Figure 13 below. 

 

 

Figure 13 -  The results of the confusion matrix from the classification model 
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Based on the calculations, it is known that the results of sentiment classification using the Naïve Bayes classifier in this 

study resulted in an overall accuracy of 82%. 

 

4. CONCLUSION 

Based on the author's research, conclusions can be drawn, including the Naïve Bayes classifier algorithm can be applied 

to classify tweets into positive or negative sentiment classes. The data visualization of tweets was successfully displayed 

via bar charts, pie charts, and word clouds. So it can be seen that many people support the procurement of the COVID-

19 vaccine. It can be seen from the percentage of positive sentiment of as much as 79.3% and sentiment analysis on the 

Covid-19 vaccine topic using the Naïve Bayes classifier algorithm can produce an accuracy value from the model with 

an accuracy rate of 82%, with a composition of 80% training data and 20% test data. In further research, the labeling 

process can be carried out with people who are more skilled in the language field to be more precise in labeling tweets. 

It is possible to apply an algorithm to correct writing errors or non-standard words and add a negation detection feature 

(convert negation). It is also possible to apply this sentiment analysis to a website-based system to perform real-time data 

scrapping and other processes automatically. It is expected to be able to apply machine learning algorithm techniques 

with other types, such as unsupervised learning so that there is no need to label the data first, and the research can improve 

training data and a better and more stopword word dictionary so that the pre-processing process can be better. 
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