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Abstract—Learning style (LS) is a description of the attitudes 

and behaviors which determine an individual’s preferred way of 

learning. Since each student has different LS, it is important for the 

teacher to recognize the differences in LS. Thus, an appropriate 

technique to detect students' LS, improve the motivation and 

academic achievement are required. The common approach using 

questionnaires to identify LS is less accurate due to complete the 

questionnaire is a tedious task for students and tend to choose 

answers randomly without understanding the questions. Emotions 

such as anger, sadness, and happiness resulting the different 

questionnaire answers. Due to the approach constrains, this study 

has focused on automated approaches that identify student LS from 

student behavior in the learning process. Implementation of 

decision support system (DSS) as automated application systems 

is needed to help teachers make decisions in determining students' 

LS. Thus, the objective of this study is to propose the architecture 

of LS detection automatically using decision support system. The 

development of the architecture is applying the behavioral 

modelling, that are contained student’s behavior parameters for 

visual-auditory-kinesthetic (VAK) model. Evaluation of the 

architecture is tested with the precision DSS engine. The accuracy 

of the rule technique achieves significant 80% accuracy. This study 

aims to help teachers to identify the ability of the student through 

the learning style (LS) in order to create effectiveness of learning 

and improving student’s achievement indirectly. 

Keywords— decision support system, reasoning engines, 

learning style detection, user behavior, visual-auditory-kinesthetic 

(VAK) model 

I. INTRODUCTION 

The relevant learning style (LS) in education has 

been playing an essential role in improving student’s 

achievement. Thus, to create effectiveness of learning, 

detecting of LS for each student is practiced, either 

collaborative student modelling or automatic student 

modelling [1]. Collaborative methods are mainly 

based on a questionnaire while the automated is 

determined by behavioral patterns during online 

learning. Collaborative are said to be inaccurate 

because users are not sincere in answering the 

questionnaire. Emotions such as anger, sadness, 

disappointment and joy give results of questionnaires 

of different values and will influence the validity of the 

decision [2], [1]. Unlike the collaborative, automatic 

methods are considered better in terms of data 

accuracy as they are based on actual student behavior 

[1], [3]. However, the automatic has its own 

disadvantages. It takes a lot of time in acquiring the 

behavioral pattern of students participating in online 

learning and the habitual behavior patterns obtained 

from the data are not strong enough [2]. The automated 

learning style detection (LSD) is believed effectively 

because this method is capable to identify the LS more 

accurately [4], [3]. 

In order to make LSD more accurate and easier to 

use, the computer applications are introduced into the 

LSD method; one of the valuable application is a 

decision support system (DSS). DSS is defined as an 

interactive computer system using models and 

algorithms such as decision analysis, mathematical 

programming, simulation and logical models for 

problem solving and decision making [5]. This system 

works also to help individuals who are responsible in 

resolving a problem and making choices based on 

predetermined criteria [6], [7], [8]. In education, DSS 

applies to improved student’s assessment and as an 

interactive tool for decision-makers collect useful 

information from raw data, documents, knowledge to 

identify and solve next generation decisions [9], [10]. 

In a study by [11] an automatic application has been 

developed to support the teacher in LSD of disabilities 

children.  

Thus, the aim of this study is to propose the 

architecture of LSD automatically using DSS. This 

study investigates the student’s behavior parameters 

for visual-auditory-kinesthetic (VAK) model. The 

detailed process of developing the DSS architecture is 

also presented. The paper is organized as follows. 

Section 2 presents the related works of the study. 

Section 3 provides the design of architecture for a 

DSS. The evaluation of DSS architecture is described 

in section 4. Finally, conclusions are presented in 

Section 5. 

II. RELATED WORKS 

This section heading and discussion of decision 

support system, behavioral modeling, and learning 
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style detection (LSD) model. 

 

2.1. Decision Support System  

Decision support system (DSS) is as an interactive 

tool for decision-makers collect useful information 

from raw data, documents, knowledge to identify and 

solve next-generation decisions [9], [10]. The 

architecture of this system has five major components, 

namely the database, model base, user interface, 

knowledge base and reasoning engine (RE) [8]. The 

database contains a data management system (DMS) 

that stores and maintains the information. The DMS 

works to support data modeling through the operation 

of storage, access and modification of overlapping and 

interconnected data. 

Basically, the model base acts to manipulate and 

formulate data. It consists of various sets of 

computerized decision models such as algebra model, 

decision analysis, finance, forecasting, simulation and 

optimization implemented for the purpose of solution 

from the evaluation process [5]. The knowledge base 

contains rules and data collected and represented in the 

form of IF-THEN rules. The ability to translate the 

data and information in the form of essential 

knowledge to improve the effectiveness of decision 

making through the reasoning engine. It combines 

rules from the KB with internal data in databases to 

generate new knowledge. This new knowledge will be 

used by users to help make decisions [12]. The user 

interface controls the acceptance of input from and 

output displays to decision makers. It plays an 

important role in supporting direct communication 

between decision makers and software applications. 

DSS is designed as a specialized computerized 

information system that supports business and 

organization-al decision-making activities. Many 

studies reported, DSS has been applied in various 

fields to support decision-making, such as in education 

[10], [13], [14], [15], crime analysis [16] and 

economics [17]. In this system, pattern mapping from 

user behavior is applied in supporting decision making 

automatically [18].  

2.2. Behavioral Modeling  

Analyzing user behavior is important to help 

decision makers in predicting future decisions more 

accurate. [19] listed a number of user behaviors that 

assist in decision making, such as time spent 

completing activity, number of occurrences of activity, 

and number of completed activities. Even in online 

applications, the number or page frequencies visited, 

and the mouse click through the interface is also stored 

as a user behavior pat-tern. [20] also listed some 

examples of user behavior used in decision-making for 

recommendation systems, such as a click or purchase 

behavior, consumer rate item value, criticism, value 

setting to item attributes, and user specific user 

requirements. All of these behaviors are considered 

and analyzed to produce recommendations according 

to user needs. This will help the user make better and 

more accurate choices. [21] has conducted a study on 

the analysis of past customer behavior in order to 

predict future customer behavior. This research 

proposes a pattern search and predicts changes in 

customer behavior. It can help mobile phone service 

providers to predict the type of service or brand 

selected. In addition, other researchers focus on 

modeling behavior in education, such as models to 

automatically identify LS through student behavior 

[22], [23], [24], [25], [26]. 

In the development of behavior model, various 

approaches are applied such as decision tree, neural 

network, fuzzy set, Bayesian network and rule-based 

techniques [1], [27], [28], [26]. Rule-base technique 

(RBT) is easy to understand and able to form a 

knowledge from the corresponding number of 

indicators through user behavior without involving 

user set data [1], [29], [2], [30], [31] conducted a study 

on the expert knowledge representation approach and 

rule-based on the construction of a proprietary engine 

so that predictions can be made in line with the expert 

knowledge of building user models. The study 

presented that, user models based on expert knowledge 

representation and rules are easy to use as the basis and 

technique of tracking LS based on user behavior. In 

addition, [32] conducted re-search by producing 

electronic learning prototypes capable of making 

suggestions and learning activities. Each programming 

language based on rules, contains a syntactic 

representation of the rule’s structure IF-THEN. The 

structure of rule is stored in the knowledge base [29]. 

Additionally, most of the expert systems applied RBT 

in forming a knowledge representation scheme. This 

scheme uses production rule to represent the 

relationship of condition-action [31] RBT contains two 

parts: IF that is a condition and THAT is action: IF 

<condition>, THEN <action>.  

 

2.3. Learning Style Detection 

According to [33], each student has their own needs 

and abilities such as level of knowledge, cognitive 

abilities, motivation, favoritism, different attitudes and 

different LS. This difference makes the students have 

different ways of acquiring knowledge. Indirectly, the 

relationship between LS in the learning environment 

facilitates the learning process and makes the students 

more competent in acquiring knowledge [1]. Studies in 

cognitive and psychological sciences, indicate that 

each student has different capabilities that determine 
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the way and tendencies they receive and process 

information [34], [1], [35]. In the learning 

environment, this tendency is known as a learning 

style, which is the way an individual begins to 

concentrate, process and maintain new information 

and difficult information [33]. 

The appropriate teaching methods of student LS will 

enable students to accept and understand the concepts 

taught, and contribute to better achievement indirectly 

[36], [37], [38]. [26] reported that by identifying 

learning style, making each of student know of their 

strengths and weaknesses in learning and they have the 

option to personalize their learning environment. [39] 

defined the LS as an explanation of the attitudes and 

behaviors of learning practices by individuals. There 

are more than 71 types of LS models identified from 

previous studies, such as Kolb, Dun and Dun's learning 

models, Felder Silvermaann and Visual, Auditory and 

Kinesthetic (VAK) [34], [40], [41], [42], [43], [35]. 

VAK model, is commonly used as a theory 

foundation in learning studies [44], [45].  Furthermore, 

VAK model is implemented in learning environment 

because of its applicability and compatibility to the 

principles of interactive learning systems design, 

straightforward, and its results are easily understood. 

This model explains that each learning process will be 

influenced by three types of LS; visual, auditory and 

kinesthetic. Some students focused on one style and 

other students are able to combine all types of VAK 

models in their learning process. Based on VAK 

model, a student who learns visually learn best by 

seeing and think in pictures. For this student, pictures, 

flow diagrams and videos are the best learning 

material. Auditory student learns best by hearing and 

audible lectures are the best learning material. While, 

kinesthetic student is who learns best by feeling and 

doing. Example of the learning material for this student 

such as computer games, interactive animations and 

practical hands-on experiences [46], [43], [35].  

III. VAK DECISION SUPPORT SYSTEM 

ARCHITECTURE 

In this study, the decision support system 

architecture for VAK learning style detection based on 

the student’s behavior is presented. The main reason of 

selecting the VAK learning style for this study because 

VAK is suitable for structural characteristics in 

creating the content of the system. It can be applied to 

learning approaches that are represented using media 

for all learning modalities. For example, visually, there 

are presented in words and images. For auditory, there 

are spoken words and sound explanation. Similarly, in 

kinesthetic, interactive animation is presented. Thus, 

the different contents or materials are prepared 

according to the three styles of VAK that are offered 

to the student.  

This architecture comprises three parts included 

system input, DSS inference engine and result 

evaluation (see Fig. 1). The system input includes a 

user interface and database. The user interface is a 

component that manages the interaction between 

decision makers, students, and systems. Interface 

design is important to determine the usability of a 

system. There are two user interface designs that 

function to control the flow of information, which is 

interfaced style learning modules and decision support 

module interfaces. 

 

 
Fig. 1 Learning style decision support system architecture 

 

The learning style interface connects LS tracking 

functions based on student behavior using a RBT. 

While the DSS interface is a function that supports 

decision makers during the process of LS analysis. The 

database serves as a storage for keeping student 

information and student behavioral information. The 

detection process begins once a student logs into the 

system. User behaviors are obtained based on number 

of visits (BL), usefulness of time or time used (MG), 

visit frequency (KL) and depth of path visit (KLL) on 

each learning object are recorded and stored in the DB. 

The DSS inference engine works to generate a LS 

recommendation according to student behaviors. The 

information about student behaviors obtained from the 

process is stored in the LS knowledge base. 

Meanwhile, the result evaluation part is composed of 

LS data and analysis. The overall flow of determining 

LS based on behavior is divided into three steps (see 

Fig. 2). The first step is to collect a user behavioral 

parameters information from the activities on learning 

object usage to the database. The second step classifies 

a LS element. This step contains two main processes. 

Firstly, the calculation of LS behavior parameters 

(refer to Fig. 3) and then, determines the LS element 

using the RBT. The input for the LS element 

determination is obtained from the average ration (N) 
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of all parameters from the previous process. Rule 

production of LS element determination is based on 

the average ratio of the LS element which is 

constructed from the previous studies: 0 ≤ N < 0.3 is a 

weak, 0.3 ≤ N < 0.7 is a moderate, and 0.7 ≤ N ≤ 1.0 is 

a strong [30], [3]. The third step is the LS 

recommendation which is produced by the ranking of 

the order of average ratios. 

 

 
Fig. 2 Behavioral parameter calculation process flow 

 

 
Fig. 3 Algorithm 1: calculation of behavioral pattern parameters 

ratio. 

IV. RESULTS AND DISCUSSION 

A prototype DSS to the VAK learning style 

detection, called VAKLeS is implemented in order to 

evaluate the propose architecture. The VAKLeS is a 

combination of NeatBeans, Java and MySQL to 

present the suitable application, including the activity, 

format and media type. It was developed with two 

modules; LS module (student module) and decision 

support module (teacher module). The teacher is acting 

as a decision maker, while the student is a system user 

that is evaluated their LS based on user behavior. Both 

modules interact together to execute the LS prediction. 

The precision test on the LS generated by the DSS has 

been done on 20 pre-school students and teachers. This 

testing is conducted to evaluate the impact on LSD 

achievement. Under teacher’s supervision, the 

students are asked and guided from start until end of 

learning activities by use the VAKLeS. Teachers are 

also required to fill out a list of visual, auditory and 

kinesthetic LS questionnaires for comparing the results 

of the type of learning predicted by the system. The 

evaluation of DSS engines in LSD is based on the 

precision presented by the previous researchers as Eq. 

(6) [47], [2],[31]. 

 

Precision= 
∑ Sim(GPr, GPs)n

i=1

n
x100                 (6) 

 

where  ∑ Sim(GPr,GPs)n
i=1   is a total of similarity 

prediction and LSs questionnaire, and n is a total of 

respondent (R). 

In Eq. (6), functional Sim is used determine the 

differences between VAKLeS (r) and a questionnaire 

(s). The value of Sim is 1 if the values obtained with 

the r and s are equal, 0 if they are opposite, and 0.5 if 

one is neutral and the other an extreme value; and n is 

the number of respondents (student) studied. Based on 

the functional Sim, Table 1 is developed. 

Based on Table 1, the total similarity prediction with 

value 1 is calculated. Using the formula as Eq. (6), this 

study presented the percentages of LS precision that 

predicted by VAKLeS.  The precision is generated as 

follows: 

 

Precision= (
16

20
) .100     = 80% 

The finding shows that, 80% accuracy of rule 

representation in predicting student’s LS is achieved 

by using the precision formulas as Eq. (6). Referred to 

the study conducted by Garcia et al. (2007), the 

percentages over than 65% is qualified to accept by 

using the simple RBT. Therefore, the finding of 

precision generated by the proposed DSS engine is 

able to assign a student’s LS accurately. This study 
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also identified that, the VAKLeS is mostly accepted 

used as the automated system in VAK learning style 

detection based on the student’s behavior and 

significantly improves teacher decision-making 

process in LSD. Generally, the results obtained have 

supported the study objective in developing DSS 

architecture of student LSD and directly help teachers 

make a decision automatically and effectively. 
 

TABLE 1 

COMPARISON ANALYSIS BETWEEN VAKLES AND QUESTIONNAIRE 

FINDING 

 

V. CONCLUSION 

DSS is used in education in making wise and 

effective’s decision. This application helps teachers to 

identify the ability of the student through the learning 

style (LS). Thus, in this study, DSS for LSD based on 

the student behavior is discussed. Four parameters of 

student behavior are identified: the number of visits, 

time used, visit frequency and depth of path visit on 

each learning object. Visual, auditory and kinesthetic 

(VAK) is chosen as a LS model to detect LS pre-school 

student. The proposed DSS architecture contains with 

four components: user interface, decision support 

engine, knowledge base and database are present-ed. 

The flow of DSS architecture is divided into three 

steps. Firstly, is a collecting a user behavioral 

parameter from the activities on learning object usage 

to the DSS database. Then, classifies a LS element 

which comprises two processes; calculates LS 

behavior parameters and determines the LS element 

using the RBT. The last step is the LS recommendation 

which is produced by the ranking of the order of 

parameters user behavior average ratios. The 

evaluation among 20 pre-school students shows that, 

80% precision of rule representation in predicting 

student LS is achieved. For the future work, a generic 

DSS can be developed in other areas by making 

changes to the structure of the rules according to the 

other relevant domain. 
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